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A uniform source-and-sink �USS� scheme, which combines features of the reverse �F. Müller-Plathe,
J. Chem. Phys. 106, 6082 �1997�� and improved relaxation �B. Y. Cao, J. Chem. Phys. 129, 074106
�2008�� methods, is developed to calculate the thermal conductivity by nonequilibrium molecular
dynamics �NEMD�. The uniform internal heat source and sink are realized by exchanging the
velocity vectors of individual atoms in the right half and left half systems, and produce a
periodically quadratic temperature profile throughout the system. The thermal conductivity can be
easily extracted from the mean temperatures of the right and left half systems rather than by fitting
the temperature profiles. In particular, this scheme greatly increases the relaxation of the exited
localized phonon modes which often worsen the calculation accuracy and efficiency in most other
NEMD methods. The calculation of the thermal conductivities of solid argon shows that the simple
USS scheme gives accurate results with fast convergence. © 2010 American Institute of Physics.
�doi:10.1063/1.3463699�

Since “the thermal conductivity has proven to be one of
the most difficult transport coefficients to calculate,”1 great
efforts have been made over the years to develop molecular
dynamics �MD� schemes to simulate the thermal conductiv-
ity of matters �see Refs. 2–4 and references therein�. Non-
equilibrium molecular dynamics �NEMD� methods have
been demonstrated to converge faster than equilibrium mo-
lecular dynamics �EMD� methods. However, heat source and
sink slabs have to be used in the NEMD schemes to inject
and remove energy to set up a temperature difference or heat
current. The heat injection and removal may excite localized
phonon modes in edge regions and result in significant tem-
perature jumps,5–11 which are very harmful to the MD calcu-
lation accuracy and simulation efficiency. Recently, Jiang
et al.12 reported that the localized edge modes could be con-
quered by shifting the source and sink slabs away from the
edge regions of the simulation system as the excited vibra-
tions relaxed very quickly.

The purpose of the present paper is to develop a new
NEMD method which can eliminate the temperature jump
effects and facilitate the calculation based on the following
three points. First, using internal heat source and sink will be
helpful for enhancing the relaxation of the excited
vibrations.12 Heating and cooling individual atoms give the
highest relaxation rate for the localized vibrations excited by
the energy injection and removal in MD calculations.4,13 Sec-
ond, the relaxation-improved scheme in Ref. 4, which used
uniform heat source and sink based on heating and cooling
individual molecules, is thus preferable except that the
Maxwell-like energy perturbation seems sort of complicated
and unnecessary. In addition, this method has advantages at

the thermal conductivity extraction and calculation conver-
gence. Third, the reverse NEMD method14,15 really has many
good features, such as homogeneity, convergence, periodic
boundary conditions �PBCs�, conservation of energy and mo-
mentum, and Hamiltonian. It has been further developed and
is more and more popular in calculating the thermal
conductivity.16–21 Inspired by the above mentioned points,
we can infer that a better option is to incorporate these good
features of different NEMD schemes.

We herewith develop a uniform source-and-sink �USS�
scheme to combine features of the reverse,14 improved
relaxation4 and eliminated edge mode12 methods to calculate
the thermal conductivity by NEMD, as shown in Fig. 1. Pe-
riodic boundary conditions are applied along the x, y, and z
directions. The velocity vector exchanges are similar to the
strategy put forward by Ref. 14 except that the heat source
and sink slabs are frequently changed so that the uniform
internal heat source and sink can be obtained. The simulation
box is divided into N slabs in the x direction. The hottest
atom in slabi in the left half system exchanges velocity vec-
tors with the coldest atom in slabj in the right half system so
as to generate an internal heat sink in the left half system and
an internal heat source in the right half system. This velocity
exchanges are equivalent to injecting energy into and remov-
ing energy from individual atoms. It should be noted that the
velocity vector exchange is much simpler than the Maxwell
distributed energy perturbation in the previous literature.4

Every simulation step for exchanging velocity vectors, the
slabi and slabj are always selected to have minimum energy
generation and removal rates among all slabs, respectively, in
the left and right half systems, which makes sure that the
heat source and sink will go uniform. Therefore, the heat
source/sink density �energy generation per time per volume,
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with a negative value meaning the energy removal rate� can
be written as

qv =
�transfersm�vh

2 − vc
2�

tLxLyLz
, �1�

in which Lx ,Ly ,Lz are the box lengths in x ,y ,z directions,
respectively, t is the simulation time, m is the mass of an
atom, and vh and vc are the velocities of the hottest and
coldest atoms, respectively. Every W time steps, we perform
a velocity vector exchange between two atoms lying in the
left and right half systems separately. Thus, the heat source
and sink density only depend on the exchange interval W in
the simulations. For steady state and one dimensional heat
conduction, the uniform heat source and sink with PBC lead
to an almost sinusoidal temperature profile, as shown in
Fig. 1�b�,
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Here T0 is the mean temperature of the entire system, and �
is the thermal conductivity. The imposed energy transfer is
balanced by heat conduction within the system. The mean
temperatures of the left and right halves of the system de-
pend directly on the thermal conductivity. Then, the thermal
conductivity can be extracted from the left and right mean
system temperatures,4

� =
qvLx

2

48�T
. �3�

The features of the USS scheme are worthy of mention-
ing here according to the above simulation procedure. First,
the energy injection and removal in the present scheme are
realized by velocity vector exchanges, which are originally
introduced by the reverse NEMD method.14 The USS
scheme surely has all good features of the reverse NEMD
method, such as homogeneity, PBC, energy conservation,
momentum conservation, and Hamiltonian. Second, by im-
posing uniform heat source and sink, the thermal conductiv-
ity can be calculated directly from the mean temperatures of

the right and left half systems rather than by fitting the tem-
perature gradient. This facilitates the statistics of the thermal
conductivity as a feature of the improved relaxation method.4

Third, the velocity exchanges are imposed in two small slabs
in the reverse NEMD method, and are now on individual
molecules throughout the entire system in the USS scheme.
This maximizes the relaxation rate of the energy injection
and removal perturbations, and maximally enhances the re-
laxation of the excited localized phonon modes.12,13

We calculate the thermal conductivity of solid argon to
verify the present USS scheme. It should be mentioned that
the USS scheme can also give good results of liquid argon,
as demonstrated in Ref. 4. Argon is simulated because its
atomic dynamics can be described with very good accuracy
by a simple Lennard-Jones �LJ� pair potential and many
benchmark results for the thermal conductivity are available
in previous literature. The particle interactions are described
by the LJ potential in the form

��r� = 4����

r
	12

− ��

r
	6� , �4�

where r is the intermolecular distance, � is the energy pa-
rameter, and � is the molecular diameter. The parameters
used in this paper are �=1.67	10−21 J and �=3.41
	10−10 m.22 For convenience, rescaled units are used for
most physical parameters as indicated by the superscript �

�see Table I in Ref. 4�. The equations of motion for the
molecules are integrated by using a leapfrog Verlet
algorithm23 with a time step of dt=0.005
. The time-
consuming calculations of the interparticle interactions are
reduced by using a potential cutoff of rcut=2.5� and a cell-
linked list method.23

The solid argon is simulated as a face-centered cubic
crystal with a lattice constant a=1.5591�, which corresponds
to a numerical density n�=1.0554 of solid argon at a pressure
of 5 atm.24 The lengths of the simulation box in the y and z
directions are set to Ly =Ly =7.8�, with Lx adjusted to ob-
serve the size effects. The simulations include 1000–12 000
molecules with Lx ranging from 15.6� to 93.6�. Each run
allows 1500
 �300 000 time steps� for the system to reach a
steady state heat conduction, then the left and right mean
temperatures, the local temperatures in the slabs, and the heat
source and sink densities are averaged over another
1500–3000
 �300 000–600 000 time steps�. The local tem-
peratures are calculated to show the temperature distribution
across the system for examining the uniform heat source and
sink based scheme, although they are not necessary for the
thermal conductivity calculation.

Typical temperature profiles with Lx=31.2� are shown
in Fig. 2�a� for three different velocity exchange intervals.
The uniform heat source and sink scheme along with the
periodic boundary conditions leads to a quadratic tempera-
ture profile. As a result, the temperature profiles in both the
left and right halves are quadratic and can be fit by quadratic
functions, which agrees with Eq. �2�. It confirms that the
present USS scheme produces ideally uniform internal
source and sink, as shown in Fig. 2�b�. The consecutive tem-
perature curves are indicative of the complete relaxation of
the localized phonon modes by using the internal heat source

FIG. 1. Schematic diagrams of �a� the NEMD simulation system applying
the USS scheme and �b� the temperature profile.
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and sink. The left and right mean temperatures depend on the
heat source and sink density, i.e., the velocity exchange in-
terval W. A stronger heat source and sink density, or a
smaller W, as indicated in Fig. 2�b�, always results in larger
temperature differences throughout the system. The left and
right mean temperatures can then be used to calculate the
thermal conductivity of the solid according to Eq. �3�.

The time averaged thermal conductivities are shown in
Fig. 2�c� for W=20, 30, and 50. The thermal conductivity
initially has large fluctuation but then quickly converges. The
results show that the simulations often need about 1500

�3	105 time steps� to obtain a converged result for the ther-
mal conductivity, which is much less than the primary esti-
mate of 5000
 for the reverse NEMD scheme.19 These re-

sults imply that the left and right mean temperatures
converge much faster than data collected in slabs containing
fewer molecules.

The dependence of the calculated thermal conductivity
on the velocity exchange interval is shown in Fig. 3. The
uncertainty of the thermal conductivity is obtained by the
statistical error of the thermal conductivity fluctuation along
with time. With W=2, the relative uncertainty of the calcu-
lated thermal conductivity is only about �0.2%. The uncer-
tainty increases to �16.4% when W=25. Then mean thermal
conductivity is estimated to be ��=15.56 by the nine data.
The total uncertainty is within �5.9%. The thermal conduc-
tivity uncertainty decreases as the thermal perturbation
strength increases with the same averaging time. The simu-
lations also indicate that for the weaker perturbation, i.e., the
larger exchange interval, a longer time should be required to
establish the steady state heat conduction and to average the
statistical samples.

In order to verify the applicability of the linear response
theory, we plot the relation between the heat flux and the
temperature gradient in Fig. 4. The data are collected from
the simulation case with the largest perturbation, i.e. W=5.
In this simulation, the maximal temperature difference is
about 0.4� /kB, and the temperature gradient ranges from

FIG. 2. �a� Temperature profiles, �b� heat source and sink densities, and �c�
time averaged thermal conductivities for various velocity exchange intervals
�Lx=31.2��.

FIG. 3. Dependence of the calculated thermal conductivity on the velocity
exchange interval �Lx=31.2��.

FIG. 4. Relation between the heat flux and the temperature gradient. Data
are collected from a simulation case with Lx=31.2�, W=5, and qv*=0.11.
Error bars denote the standard error of fitting the temperature profile by a
least-squares method.
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−2� /kB� to 2� /kB�. Figure 4 clearly shows that the linear
response holds for all and even our largest perturbation �W
=5�.

The calculated solid argon thermal conductivities for
various system sizes are presented in Fig. 5. Here, the system
size is defined as the half width of the system in the x direc-
tion �i.e., Lx /2�. The reference value was obtained using an
EMD method and has been demonstrated to have very small
size effects.25 First, the present USS scheme can give very
close results to those by the reverse and improved relaxation
NEMD methods. This confirms that the USS scheme gives
accurate results. Second, the thermal conductivity increases
as the system size increases because of the size effects. The
USS, reverse, and relaxation-improved schemes have same
tendencies. It indicates that the USS scheme may also be
applied to study the size effects of the thermal conductivity.26

Since the USS scheme is based on the Fourier’s heat conduc-
tion law which can only characterize diffusive heat conduc-
tion, the scheme is inapplicable to investigate the thermal
properties of low-dimensional materials in which the ballistic
transport dominates. However, the present USS scheme may
be useful for studying the heat transport mechanisms in low-
dimensional materials with internal heat sources as practi-
cally applied to measure the thermal properties of carbon
nanotubes27,28 and metallic nanofilms.29,30 Third, velocity ex-
change intervals from 10 to 100 give better results keeping in
mind that smaller intervals lead to larger temperature differ-
ence in the system and larger intervals lead to larger uncer-
tainty and computation burden.

In summary, a uniform source-and-sink scheme is devel-
oped to calculate the thermal conductivity by nonequilibrium
molecular dynamics. We are convinced that the scheme com-
bines the features of the original reverse and improved relax-
ation methods with the inspiration of eliminating localized
phonon modes method from Ref. 12. The calculation of the
thermal conductivity of solid argon shows that the simple
USS scheme gives accurate results with fast convergence.
The features of the USS scheme are worthy of mentioning.
�i� The heat source and sink are produced by exchanging the
velocity vectors of atoms in the right half and left half sys-
tems. The velocity vector exchange is much simpler than the

Maxwell distributed energy perturbation in Ref. 4. To per-
form the USS simulation is as simple as the original reverse
NEMD. �ii� The heat source and sink are uniformly distrib-
uted in the right and left halves of the system, which leads to
a quadratic temperature distribution. The thermal conductiv-
ity can be easily calculated from the left and right mean
temperatures by using the Fourier’s heat conduction law. The
statistics of the thermal conductivity has small uncertainty
and fast convergence. �iii� By using internal heat source and
sink, the relaxation of the excited phonon modes can be
maximally enhanced. Therefore, there is no temperature
jump throughout the simulation system. It further benefits the
calculation accuracy and efficiency compared with most
other NEMD methods. �iv� The USS scheme gives accurate
results compared with the original reverse NEMD method.
We then hope that its application can also be extended to
liquids, polymers, soft matters, nanocomposites, and even
the thermal transport in low-dimensional materials with in-
ternal heat sources or sinks.
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