An efficient two-step Monte Carlo method for heat conduction in nanostructures
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A B S T R A C T

Research on the heat conduction in nanostructures has drawn much attention due to their potential applications in thermoelectric devices. Although the phonon tracing Monte Carlo (MC) technique, where the trajectories of individual phonons are simulated independently, has been extensively used for simulating the heat conduction in nanomaterials, it cannot efficiently simulate the phonon transport in the large area periodic nanostructures yet, due to the demand of absorbing boundaries. In the present work, we develop a two-step phonon tracing MC method to solve this problem. At the first step, the initial phonon transmittance and the phonon emission distributions at the internal virtual boundary are obtained by simulating phonon transport in the initial simulation unit that is directly in contact with the phonon bath. At the second step, the internal phonon transmittance is calculated for the internal simulation units according to the internal boundary phonon emission distributions. Since the whole structure can be simplified as a one-dimensional phonon transport system, the total phonon transmittance can be readily calculated via the combination of initial and internal phonon transmittances, and the effective thermal conductivity is then derived. Furthermore, for verification, we calculate the effective thermal conductivities of three typical nanostructures, that is, the cross-plane and in-plane nanofilms and the periodic nanoporous structures, by using the theoretical models, the standard and the two-step MC simulations, respectively. The two-step MC method well predicts the results calculated by the standard MC simulations and the theoretical models. More importantly, the computation time of the two-step MC simulation is at least one order of magnitude less than that of the standard MC simulation, while its under-prediction can be less than 10% even 5%.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

Periodic semiconductor nanostructures, such as phononic crystals, have shown great potentials for developing the highly-efficient thermoelectric devices [1–3]. Researchers demonstrated that by etching periodic nanoscale holes in silicon thin films (i.e. phononic crystals) the effective thermal conductivity is significantly reduced due to the phonon-boundary scattering, while only a minor effect occurs on their electrical properties, and thus the dimensionless figure of merit (ZT) can be improved. Therefore, the study on the heat conduction in the periodic semiconductor nanostructures has been necessarily
essential for the further development of the new-generation thermoelectric materials [4–6]. Phonons predominate the thermal transport in semiconductors [7]. In nanostructures whose characteristic lengths are comparable to the phonon mean free path (MFP), ballistic transport and boundary scattering will make the effective thermal conductivity dependent on the geometry and size, indicating a violation of the classical Fourier’s law [8].

Generally, the phonon Boltzmann transport equation (BTE) is employed to characterize the thermal transport in nanostructures [9,10]. Monte Carlo (MC) simulation has been proven to be a favorable method to solve the phonon BTE [11–31]. Two typical kinds of MC methods are often used to simulate phonon transport in nanostructures: the ensemble MC and the phonon tracing MC. In the ensemble MC simulations, the trajectories of all phonons are simulated simultaneously at each time step [12–18]. Peterson [12] first simulated phonon heat conduction by using this method on the basis of Debye approximation. Afterwards, the ensemble MC method was also employed to study the effective thermal conductivity of nanostructures including nanoporous silicon [14–16], and composites [17,18], etc. In contrast, the phonon tracing MC method simulates the trajectories of individual phonons independently, resulting in a significant reduction of computational expense [11,19–31]. Early in 1989, Klitsner et al. [11] used the phonon tracing MC simulation to study the ballistic heat conduction in the silicon crystals at an extremely-low temperature, neglecting the influence of internal phonon scattering. Then, this method was extended to simulate the phonon transport at room temperature, where the internal phonon scattering becomes significant. Péraud et al. [19] simulated the heat conduction for the transient thermo-reflectance experiment, demonstrating the validity of the phonon tracing method. According to the work of Schleeh et al. [20], this method can also be an efficient technique to investigate the thermal transport in electronics. Besides, Hua et al. [21–25], Ravichandran et al. [26] and Lee et al. [27] employed this method to study the thermal properties of the various nanostructures, including nanofilms, nanowires and nanoporous materials, and the MC simulations could well predict the results obtained by the theoretical models and the experiments. The phonon tracing MC method was also employed to investigate the ultrafast thermal transport process in nanostructures, where the ballistic-diffusive mechanism could be coupled with the heat wave effect [28–31]. To be summarized, the phonon tracing method can well handle the problems with complicated geometries and multiple scattering events, and the ultrafast transport processes. When compared to the molecular dynamics (MD) simulation which has been another important simulation technique [32], the phonon tracing MC method holds a considerably less computational expense, and thus it could be employed to study the problems with larger size. Actually, the MD simulation could contain more physical details; for example, in the conventional MC simulations, the boundaries are frequently regarded as rigid, while the MD simulations could better characterize the complexity resulted from the structural relaxation on the edge region [33].

**Fig. 1.** (a) Schematic for a typical large area periodic nanostructure: phononic crystals. (b) A temperature difference is applied in the nanostructure to induce a heat flow, and then the effective thermal conductivity can be calculated by using Fourier’s law.
that the phonon tracing could be terminated after several scattering events, but it is still difficult to determine the number of scattering events a phonon must undergo before its tracing can be terminated. In practice, due to the significant computational merit of the phonon tracing MC simulation, it has been extensively used to investigate the phonon transport in nanostructures, but yet even now cannot efficiently handle the problems in the large area periodic nanostructures because of the inapplicability of periodic boundary condition. Therefore, it could be needed to further develop the phonon tracing MC method for the efficient simulation of the heat conduction in the large area periodic nanostructures.

In the present work, a two-step phonon tracing MC method that overcomes the deficiency of the periodic boundary condition is developed to simulate the heat conduction in nanostructures. It contains two basic simulation steps, and can greatly reduce the computation time without destroying the accuracy. Additionally, the numerical experiments for the cross-plane and in-plane nanofilms, and the periodic nanoporous structures, are conducted to verify the two-step MC method.

2. Phonon tracing MC simulation

The phonon tracing MC simulation is based on the phonon BTE [9,10],

\[ \tilde{v}_g \cdot \nabla f = \left( f_0 - f \right) / \tau, \]

(1)

where \( \tilde{v}_g (\omega) \) is the group velocity, \( f = f(\tilde{r}, \omega, \varphi, \theta, T) \) is the phonon distribution function, \( f_0 \) is the equilibrium distribution function, \( f_0 = f_{BE}/4\pi^2 \), and \( \tau(\omega, p, T) \) is the relaxation time \( (\omega, \varphi, \theta, T, \hbar, k_B, p, \text{and } f_{BE} \text{ referring to the angular frequency, the azimuthal angle, the polar angle, the temperature, the Dirac constant, the Boltzmann constant, the polarization, and Bose–Einstein distribution, respectively}). \) In MC simulations, phonons are treated as particles, and their motion is simulated by random number sampling, equivalent to directly solving Eq. (1).

In practice, what we simulate is the prescribed phonon bundles but not actual phonons. The intensity of each phonon bundle is defined as, \( W = E/N \), where \( E \) is the emission phonon energy per area per unit time from the boundary, and \( N \) is the number of phonon bundles that we trace in MC simulations. The emitting phonon energy, \( E \), is dependent on the boundary temperature \( [35,36] \),

\[ E = \sum_{\omega} \int_0^{\omega_{\text{max},p}} v_g(\omega) C_\omega d\omega \frac{T_B}{4\pi}, \]

(2)

where \( C_\omega = \hbar \omega \partial f_{BE}/\partial \text{DOS}(\omega) \), DOS(\( \omega \)) is the phonon density of states, and \( T_B \) refers to the boundary temperature. \( N \) must be large enough to preserve the simulation accuracy, and energy conservation is guaranteed by conserving the total number of phonon bundles.

The position vector of phonon bundle is defined as \( \tilde{r} = [x, y, z] \), and the directional vector is \( \tilde{s} = [\cos(\theta), \sin(\theta) \cos(\varphi), \sin(\theta) \sin(\varphi)] \), where \( \theta \) is the polar angle and \( \varphi \) is the azimuthal angle. Besides, phonon properties, including dispersion relations and relaxation time, which can be obtained from the first principle method [36] and some empirical models [38], should be input for initialization. It is noted that the gray approximation which assumes phonon properties are frequency-independent, is often adopted. In this case, phonons travel with one average group velocity and the scattering rate is characterized by an average phonon MFP [12,35].

Here, the two most common boundary conditions, i.e., isothermal and adiabatic boundaries, are discussed. An isothermal boundary holds two functions: First, it emits phonons into the computational domain; Second, it also serves as an absorbing boundary to ensure energy conservation. When a phonon bundle emits from an isothermal boundary, its intensity is given in terms of the boundary temperature, and the boundary phonon emission distributions, including angular and spatial distributions, should be obtained according to the properties of boundary. In principle, an isothermal boundary is usually set as phonon black-body [13] in analogy to the black-body wall in photon transport, that is, phonons arriving at it will be completely absorbed. In contrast, for adiabatic boundary, all phonons that strike it will be reflected back into the computational domain. A specular parameter, \( P \), is introduced to describe the possibility of phonon specular scattering at such boundaries. It can be expressed as \( P = \exp(-16\pi^2 \Delta^2 / \lambda^2) \) [7], in which \( \Delta \) is the root-mean-square value of the roughness fluctuations and \( \lambda \) is phonon wavelength. When \( P \) is equal to 1, the phonon scattering is completely specular, and we then have

\[ \tilde{s}_r = \tilde{s}_i + 2(\tilde{s}_i \cdot \tilde{n})\tilde{n}, \]

(3)

in which \( \tilde{s}_i \) is the incident direction vector, \( \tilde{s}_r \) is the reflect direction vector, and \( \tilde{n} \) is the unit surface normal vector. While \( P = 0 \) corresponds to the diffusive scattering, and the reflecting direction vector should be regenerated.

Fig. 2 illustrates the phonon tracing algorithm of the phonon tracing MC method. Basically, we divide this process to six procedures:

1. **Initialization:** Input phonon properties, and set the total number of phonon bundles.
2. **Phonon bundle emission:** Draw the initial properties of a phonon bundle according to the nature of the emitting boundary. These properties, including position \( \tilde{r}_0 = [x_0, y_0, z_0] \), traveling direction \( \tilde{s} \), polarization \( p \), angular frequency \( \omega \), etc., are determined by random number sampling.
(3) **Phonon bundle moving**: Calculate the traveling length $\Delta r$ until the first scattering event and renew the position of phonons, $\vec{r}_{\text{new}} = \vec{r}_0 + \Delta \vec{r}$.

(4) **Boundary scattering**: When a phonon bundle collides with a boundary at $\vec{r}_B$, set $\vec{r}_{\text{new}} = \vec{r}_B$. If the boundary is non-absorbing, the phonon bundle should be reflected back into the domain. Then, a random number is drawn. If this random number is less than the specular parameter $P$, the boundary scattering is specular; otherwise, the boundary scattering is diffusive.

(5) **Phonon bundle reemission**: If a phonon bundle does not collide with boundaries, the phonon should reemit at $\vec{r}_{\text{new}}$. Then, we set $\vec{r}_0 = \vec{r}_{\text{new}}$ and proceed to (3).

(6) **Phonon bundle tracing termination**: If the phonon bundle arrives at the absorbing boundary, the tracing process of this phonon bundle is finished. We then proceed to (2) and begin the tracing of the next phonon bundle.

In the case of small temperature difference, the phonon properties (e.g. relaxation time and heat capacity) can be regarded as temperature-independent during the simulation process. Hence, for a one-dimensional heat conduction system as shown in Fig. 1(b), we can set the total emission energy as $E = \Delta T \sum_p \int_0^{\theta_{\text{max},p}} v_g(\omega)c_\omega/4\omega$. In this way, only the hot isothermal boundary needs to emit hot phonon bundles, and the cold isothermal boundary merely serves as an absorbing boundary. The net heat flow is then calculated by counting the number of phonon bundles arriving at the cold isothermal boundary.

As we stated above, the trajectories of phonon bundles are simulated independently, resulting in the significant computational merit when compared to the ensemble MC simulation. However, since the absorbing boundary is necessary for phonon tracing termination, periodic boundary condition that will lead to the absence of absorbing boundary, becomes inapplicable in the standard phonon tracing MC simulation. Therefore, when we use the standard phonon tracing method to calculate the effective thermal conductivity of a large area periodic nanostructure, the isothermal boundary conditions should be employed to establish the temperature difference. As shown in Fig. 1(b), the hot phonon bundles enter the computational domain from the hot isothermal boundary, and the specular boundary condition can be used as the alternative of the lateral periodic boundary condition [39]. We denote the number of the phonon bundles that arrive at the cold boundary by $N_c$, and then the net heat flux is calculated as
Fig. 3. Schematic for one-dimensional phonon transport system: \( p_0 \) is the initial phonon transmittance, and \( p_i \) is the internal phonon transmittance.

\[
q = W N_c = p_t E, \tag{4}
\]

where \( p_t = N_c/N \) is the total phonon transmittance. Then, the effective thermal conductivity is given by

\[
k_{\text{eff}} = \frac{q L}{\Delta T} = p_t \frac{E L}{\Delta T}. \tag{5}
\]

When \( L \to \infty \), the end effect is completely eliminated, and thus we obtain the exact effective thermal conductivity of the large area periodic structure in theory. Obviously, \( L \to \infty \) cannot be realized in practice, and thus a reliable way to obtain the exact effective thermal conductivity is to gradually increase the number of periods until the result is converged, which can cause large computational expense.

3. Algorithm of two-step MC method

A large area periodic nanostructure is comprised of a series of units whose length is denoted by \( \Delta L \), and thus can be regarded as a one-dimensional phonon transport system shown in Fig. 3. As long as we know the phonon transmittance of each simulation unit, the total phonon transmittance can be obtained. The initial simulation unit is directly in contact with the phonon emission boundary (i.e. hot isothermal boundary), and its phonon transmittance is denoted by \( p_0 \). Due to the periodicity of structure, it could be reasonable to assume that the internal units that are not directly in contact with the phonon emission boundary hold the same phonon transmittance \( p_i \). The total phonon transmittance can be derived from \( p_0 \) and \( p_i \). We assume the periodic nanostructure contains \( N_p \) units, and a recurrence relation is then derived,

\[
N_p = 1, \quad p_1 = p_0;
\]

\[
N_p = 2, \quad p_2 = p_1 p_{1, \text{inv}} \sum_{j=1}^{\infty} \left[ (1 - p_{1, \text{inv}})(1 - p_i) \right]^{j-1} = \frac{p_1 p_i}{1 - (1 - p_{1, \text{inv}})(1 - p_i)};
\]

\[
: \quad N_p = N_p, \quad p_{N_p} = p_{N_p-1} p_{1, \text{inv}} \sum_{j=1}^{\infty} \left[ (1 - p_{N_p-1, \text{inv}})(1 - p_i) \right]^{j-1} = \frac{p_{N_p-1} p_i}{1 - (1 - p_{N_p-1, \text{inv}})(1 - p_i)}; \tag{6}
\]

in which \( p_{1, \text{inv}} \cdots p_{N_p-1, \text{inv}} \) are the inverse transmittances describing the possibility that phonons return to the emitting boundary from the internal virtual boundaries. The recurrence relation of the inverse transmittance can be given by

\[
N_p = 1, \quad p_{1, \text{inv}} = p_1;
\]

\[
N_p = 2, \quad p_{2, \text{inv}} = p_{1, \text{inv}} p_{1} \sum_{j=1}^{\infty} \left[ (1 - p_{1, \text{inv}})(1 - p_i) \right]^{j-1} = \frac{p_{1, \text{inv}} p_i}{1 - (1 - p_{1, \text{inv}})(1 - p_i)};
\]

\[
: \quad N_p = N_p, \quad p_{N_p, \text{inv}} = p_{N_p-1, \text{inv}} p_{1} \sum_{j=1}^{\infty} \left[ (1 - p_{N_p-1, \text{inv}})(1 - p_i) \right]^{j-1} = \frac{p_{N_p-1, \text{inv}} p_i}{1 - (1 - p_{N_p-1, \text{inv}})(1 - p_i)}; \tag{7}
\]

Thus, according to the recurrence relation, Eq. (7), the inverse transmittance of a nanostructure with \( N_p \) periods is

\[
p_{N_p, \text{inv}} = \frac{p_i}{1 + (N_p - 1)(1 - p_i)}. \tag{8}
\]
Furthermore, combining Eqs. (6) and (8), we have the total phonon transmittance when a nanostructure contains \( N_p \) periods,

\[
p_{N_p} = \frac{p_0}{1 + (N_p - 1)(1 - p_i)}.
\]  

(9)

In terms of Eq. (5), the effective thermal conductivity is then obtained,

\[
k_{\text{eff}, N_p} = p_{N_p} \frac{E L}{\Delta T} = \frac{E \Delta L}{\Delta T} \frac{p_0 N_p}{1 + (N_p - 1)(1 - p_i)}.
\]  

(10)

As \( N_p \to \infty \) (i.e. \( L \to \infty \)), we have the limit effective thermal conductivity,

\[
k_{\text{eff, limit}} = \frac{E \Delta L}{\Delta T} \frac{p_0}{1 - p_i}.
\]  

(11)

Since the end effect is completely eliminated for the limit effective thermal conductivity, it can be regarded as an estimation of the exact effective thermal conductivity of the large area periodic nanostructure.

When the structure of the simulation unit is given, once we know how the phonon bundles enter the simulation unit, i.e. the boundary phonon emission distributions, its phonon transmittance can be calculated by using the phonon tracing MC method. The initial unit is in contact with the hot isothermal boundary where the phonon emission distributions are already known \[13\], so its transmittance, \( p_0 \), can be readily obtained by the standard phonon tracing MC simulation. In contrast, how the phonon bundles enter the internal unit (i.e. the phonon emission distributions at the internal virtual boundary) should be obtained by simulating the phonon transport in the initial unit. As shown in Fig. 3, the right absorbing boundary in the initial unit just serves as the phonon emission boundary for the internal unit, which means how the phonon bundles leave the initial unit determines how the phonon bundles enters the internal unit. Therefore, the phonon emission distributions at the internal virtual boundary can be obtained by gathering the statistics of phonon angular, spatial and frequency distributions at the right absorbing boundary of the initial unit. Fig. 4 shows the algorithm of the two-step MC method, which is concluded as two basic simulation steps: (1) We simulate the phonon transport in the initial unit, and then obtain the initial phonon transmittance \( p_0 \) and the phonon emission distributions at the internal virtual boundary; (2) According to the phonon emission distributions at the internal virtual boundary, the phonon transport in the internal unit is simulated to obtain the internal phonon transmittance \( p_i \). Once \( p_0 \) and \( p_i \) are both obtained, we can calculate the effective thermal conductivity of the whole structure by using Eqs. (10) and (11).
If the size of minimum repeating unit is much small, in order to reduce the estimation deviation of the two-step MC method, in practice one simulation unit can contain several minimum repeating units. Even in this way, the length of simulation unit, \( \Delta L \), can also be small (one MFP or even smaller), and thus the two-step MC method can gain a significant computational merit when compared to the standard phonon tracing MC simulation. Importantly, it does not require a complicated programming, because the structure of the initial and the internal simulation units is definitely the same, and what we need to do is just to renew the phonon emission distributions at the emitting boundaries. In addition, when the simulation unit length is larger than one MFP, the difference between \( p_0 \) and \( p_1 \) resulted from the phonon boundary emission distributions is found to be negligible. Therefore, the two-step MC method can even be simplified as a one-step MC method, which can further reduce the computational expense, by taking \( p_0 \) as the alternative of \( p_1 \). Here, three main advantages of the two-step MC method can be concluded as below: (i) it can greatly reduce the computational expense without destroying the accuracy; (ii) it does not require a complicated programming; (iii) it can even be simplified a one-step MC method when the simulation unit length is considerably large.

4. Numerical experiments

We calculate the effective thermal conductivities of three typical silicon nanomaterials, i.e. cross-plane and in-plane nanofilms, and periodic nanoporous structures, as shown in Fig. 5, by using the theoretical models, the standard and the two-step phonon tracing MC simulations, respectively. These three nanostructures are relatively simple and thus hold reliable analytical effective thermal conductivity models derived from the phonon BTE, so they are good examples to verify the two-step MC method. For clarity, Debye approximation is adopted to deal with the phonon properties of silicon at the room temperature, and thus phonons travel with one average group velocity and the scattering rate is characterized by an average phonon MFP. Here, we choose the average MFP (\( l_0 \)) as 260 nm with its corresponding heat capacity (\( 0.93 \times 10^6 \text{ J/m}^3 \text{ K} \)) and average group velocity (1800 m/s) [35]. Due to the Debye approximation, Eq. (10) can be simplified as

\[
\frac{k_{\text{eff},N_p}}{k_{\text{bulk}}} = \frac{3 \Delta L}{4 l_0} \frac{p_0 N_p}{1 + (N_p - 1)(1 - p_1)}.
\]

Then, Eq. (11) becomes

\[
\frac{k_{\text{eff, limit}}}{k_{\text{bulk}}} = \frac{3 \Delta L}{4 l_0} \frac{p_0}{1 - p_1}.
\]

For silicon at room temperature, the dominant phonon wave length is approximately less than 1 nm [40], and thus any realistic surface roughness will lead to completely diffusive scattering at the boundaries. In our simulations, when phonons emit from the isothermal boundary, the angular emission distribution obeys Lambert’s cosine law, and the spatial emission
distribution is uniform at the boundaries. The internal scattering is set as isotropic. The number of phonon bundles that we trace in the simulations is set as $2 \times 10^6$. Besides, more information about the random number sampling can refer to Refs. [13,21].

### 4.1. Cross-plane heat conduction in nanofilm

Fig. 5(a) shows the cross-plane heat conduction in nanofilms. In this case, the film thickness is equal to the distance between phonon baths ($L_x$), and the effective thermal conductivity increases with the increasing film thickness, due to the influence of ballistic transport. On the basis of the differential approximate solution of the phonon BTE, the effective thermal conductivity of cross-plane nanofilms is given by [41]

$$
\frac{k_{\text{eff, cr}}}{k_{\text{bulk}}} = \frac{1}{1 + \frac{4}{3} \frac{L_x}{\Delta L}}.
$$

(14)

where $k_{\text{bulk}}$ is the bulk thermal conductivity and $L_0$ is the average phonon MFP. In the two-step MC simulations, the lengths of simulation unit ($\Delta L$) are set as 0.5, 1 and 5 MFPs, respectively. As illustrated in Table 1, we calculate the initial and the internal phonon transmittances ($p_0$ and $p_1$) for the cross-plane nanofilms. The phonon transmittances reduce with the increasing $L_x$, and $p_1$ is always larger than $p_0$. Then, the cross-plane effective thermal conductivities are obtained by using Eq. (12). Fig. 6(a) illustrates the cross-plane effective thermal conductivity increases with increasing $L_x$, and the results obtained by the standard MC simulation agree well with these predicted by the theoretical model, Eq. (14). The results predicted by the two-step MC method are slightly less than these obtained by the standard MC method, and the deviation between them decreases with increasing length of simulation unit $\Delta L$. As we stated above, the difference between $p_0$ and $p_1$ could be small in some cases, and thus we can only use $p_0$ to estimate the effective thermal conductivity. The effective thermal conductivities obtained by the two-step MC method with using $p_0$ are less than these with using both $p_0$ and $p_1$, while their difference decreases with increasing $\Delta L$. In the case with $\Delta L = 5$ MFPs, their differences can even be neglected. We may conclude that as $\Delta L \geq 5$ MFPs, the two-step MC method can be simplified as a one-step MC method by taking $p_0$ as the alternative of $p_1$, which will further reduce the computational cost.

In theory, as the distance between two phonon baths approaches to infinite, i.e. $L_x \to \infty$, the cross-plane effective thermal conductivity will recover to the bulk value, that is, $k_{\text{eff, cr}}/k_{\text{bulk}} = 1$. For the two-step MC method, using Eq. (13), we can estimate the limit effective thermal conductivity with $L_x \to \infty$ (i.e. $N_p \to \infty$). As shown in Fig. 6(b), the limit effective thermal conductivities predicted by the two-step MC method are slightly less than the bulk value, and their deviation

---

**Table 1**

<table>
<thead>
<tr>
<th></th>
<th>$\Delta L = 0.5$ MFPs</th>
<th>$\Delta L = 1$ MFP</th>
<th>$\Delta L = 5$ MFPs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_0$</td>
<td>$p_1$</td>
<td>$p_0$</td>
</tr>
<tr>
<td>Cross-plane</td>
<td>0.704</td>
<td>0.715</td>
<td>0.553</td>
</tr>
<tr>
<td>In-plane, $K_{yn} = 1$</td>
<td>0.618</td>
<td>0.643</td>
<td>0.459</td>
</tr>
<tr>
<td>In-plane, $K_{yn} = 5$</td>
<td>0.416</td>
<td>0.462</td>
<td>0.276</td>
</tr>
<tr>
<td>Nanoporous, $K_{ny} = 1$, $\epsilon = 0.2$</td>
<td>0.682</td>
<td>0.698</td>
<td>0.528</td>
</tr>
<tr>
<td>Nanoporous, $K_{ny} = 5$, $\epsilon = 0.1$</td>
<td>0.654</td>
<td>0.671</td>
<td>0.497</td>
</tr>
</tbody>
</table>
decreases with increasing $\Delta L$. Besides, we can also only use $p_0$ to predict the limit effective thermal conductivity. The results by the two-step MC method with using $p_0$ are less than these with using $p_0$ and $p_1$, and the difference also decreases with increasing $\Delta L$. Although it cannot be realized in the standard MC simulation to let $L_x \rightarrow \infty$, we can set $L_x$ equal to 100 MFPs to approach to the limit effective thermal conductivity. As shown in Table 2, the deviation between the theoretical value and the result predicted by the standard MC simulation with $L_x = 100$ MFPs is about 1.5%. In contrast, for the two-step MC simulation, once $\Delta L \geq 1$ MFP, the deviation becomes less than 5%. More importantly, Table 2 demonstrates that the two-step MC method can greatly reduce the computation time without causing significant deviation. For example, as $\Delta L = 5$ MFPs, the deviation of the two-step MC simulation is only about 1.2%, while its computation time is one order of magnitude less than that of the standard MC simulation with $L_x = 100$ MFPs.

4.2. In-plane heat conduction in nanofilm

Fig. 5(b) shows the in-plane heat conduction in nanofilms. The in-plane effective thermal conductivity of nanofilms decreases due to the phonon-boundary scattering and merely depends on the lateral thickness $L_y$ in theory [18].

$$\frac{k_{\text{eff, in}}}{k_{\text{bulk}}} = 1 - \frac{3}{2} \frac{l_0}{L_y} \int_0^1 \left(1 - \exp\left(-\frac{l_0}{\sqrt{1 - \mu^2}}\right)\right) \mu^3 d\mu.$$  \hspace{1cm} (15)

However, in practice, the distance between phonon baths, $L_x$, can also influence the in-plane effective thermal conductivity, unless $L_x \gg l_0$. Therefore, in the standard MC simulations, if we only want to investigate the $L_y$-dependence of effective thermal conductivity, the distance between phonon baths must be large enough to eliminate the end effect.

We define a Knudsen number as $Kn_y = l_0/L_y$. In our MC simulations, $Kn_y$ is set as 1 and 5, respectively. Table 1 shows $p_0$ and $p_1$ for the in-plane nanofilms with different lengths of simulation unit ($L_x = 0.5, 1$ and 5 MFPs). Due to the $y$-directional boundary scattering, the transmittances of in-plane films are less than these of cross-plane films, and decrease with $Kn_y$ increasing. Figs. 7(a) and (b) illustrate the in-plane effective thermal conductivity of nanofilms varying with $L_x$. When $Kn_y$ is given, the in-plane effective thermal conductivity increases with increasing $L_x$, and approaches to the value predicted by Eq. (15). The results predicted by the two-step MC method are slightly less than these obtained by the standard MC method, and the deviation between them decreases with increasing $\Delta L$. Besides, the effective thermal conductivities obtained by the two-step MC method with using $p_0$ are less than these with using both $p_0$ and $p_1$, while the difference also decreases with increasing $\Delta L$. Similar to the case of cross-plane nanofilms, when $\Delta L \geq 5$ MFPs, their difference can be neglected. Fig. 7(c) illustrates the limit effective thermal conductivity of in-plane nanofilms with $L_x \rightarrow \infty$. By using Eq. (13), we can obtain the limit effective thermal conductivities, which are slightly less than these predicted by Eq. (15). In spite of the different values of $Kn_y$, the deviation between the two-step MC simulation and the theoretical model decreases with increasing $\Delta L$, and becomes less than 5% as $\Delta L \geq 1$ MFP (shown in Table 3). Similar to the case of cross-plane nanofilms, the results by the two-step MC method with using $p_0$ are also less than these with using both $p_0$ and $p_1$, and the difference decreases with increasing $\Delta L$. Besides, according to Table 3, for the in-plane nanofilms, the two-step MC method can also greatly reduce the computational time without destroying the accuracy.
Fig. 7. (a) In-plane effective thermal conductivity with $Kn_y = 1$; (b) In-plane effective thermal conductivity with $Kn_y = 5$; (c) Limit effective thermal conductivity of in-plane nanofilm.

4.3. Heat conduction in periodic nanoporous structure

Figs. 5(c.1) and (c.2) show the heat conduction in a periodic nanoporous structure, which is crossed by nanoscale cylindrical channels. The pore radius is $R_p$, and the distance between two neighboring pore axials is $L_p$. The temperature difference is applied along the pore axial direction (x-direction), and thus the thermal transport is periodic in the y- and z-directions. Therefore, the phonon transport inside the nanoporous structures can be represented by that in the simulation unit shown in Fig. 5(c.3) with the totally specular scattering boundary conditions in the y- and z-boundaries [29]. It should be note that the specular scattering boundary conditions in the y- and z-boundaries do not change the transport direction of phonon energy, resulting in the same influence on effective thermal conductivity as that caused by the periodic boundary conditions. In our studying cases, pores are squarely arrayed, and thus the maximum porosity in theory is equal to $π/4 ≈ 0.79$. For simplicity, the outer surface of the square unit is converted into a circle, that is, to approximate a square unit cross section as a circular cross section with the same cross-sectional area, as shown in Fig. 5(c.3), $R_0 = L_p/\sqrt{π}$. And the porosity is then calculated as $ε = R_0^2/R_p^2$. According to above approximations, an analytical model for the effective thermal conductivity of host material along the pore axial direction can be derived from phonon BTE [24,40],

$$
\frac{k_{\text{eff}, \text{po}}}{k_{\text{bulk}}} = 1 - \frac{3}{\pi R_p^2 (\varepsilon^{-1} - 1)} \int_{R_p}^{R_p/\sqrt{π}} \int_0^{2π} \exp\left(-\frac{L_{rp}}{L_0 \sqrt{1-μ^2}}\right) μ^2 dμ dϕ,
$$

(16)

with

$$
L_{rp} = \begin{cases}
\sqrt{\frac{R_p}{\varepsilon} |\cos ϕ - \left(\frac{R_p}{r}\right)^2 - \sin^2 ϕ|^{1/2}} & π - ϕ_1 ≤ ϕ ≤ π + ϕ_1 \\
\sqrt{\frac{R_p}{\varepsilon} \sin(ϕ - ϕ_2) + \frac{R_p}{\sqrt{π}} |\cos ϕ_2 - (\varepsilon - \sin^2 ϕ_2)^{1/2}|} & 0 ≤ ϕ ≤ ϕ_1 \text{ or } 2π - ϕ_1 < ϕ ≤ 2π
\end{cases}
$$

in which $ϕ_1 = \arcsin(R_p/r)$ and $ϕ_2 = \arcsin((r/\sqrt{ε}/R_p) \sin(ϕ))$. 

The Knudsen number, $Kn_R$, is defined as $Kn_R = l_0/R$, and it is set as 1 and 5 respectively in the MC simulations. Table 1 also shows $p_0$ and $p_1$ for nanoporous structure with different lengths of simulation unit ($\Delta L = 0.5, 1$ and 5 MFPs). Due to the pore boundary scattering, the transmittances of nanoporous structures are also less than these of cross-plane films. And when $\varepsilon$ is given, the transmittances decrease with $Kn_R$ increasing. Figs. 8(a) and (b) illustrate the effective thermal conductivity of this nanoporous structure along the pore axial direction varying with $L_x$. When $Kn_R$ and $\varepsilon$ are both given, the effective thermal conductivity of nanoporous structure increases with increasing $L_x$, and approaches to the value predicted by Eq. (16). Besides, Fig. 8(c) illustrates the limit effective thermal conductivity of nanoporous structure with $L_x \to \infty$, and Table 4 compares the computation times of the standard and the two-step MC simulations. We note that the same conclusions as these obtained in the cases of cross-plane and in-plane nanofilms can also be found for the nanoporous structures, which further verifies the validity and efficiency of our two-step MC method.

**Table 4**

<table>
<thead>
<tr>
<th>$Kn_R$</th>
<th>$\varepsilon$</th>
<th>Limit effective thermal conductivity of nanoporous structures with $L_x \to \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$k_{\text{eff limit}}/k_{\text{bulk}}$</td>
</tr>
<tr>
<td>$Kn_R = 1$, $\varepsilon = 0.2$</td>
<td>Theoretical model, Eq. (15)</td>
<td>0.908</td>
</tr>
<tr>
<td></td>
<td>Standard MC, $L_x = 100$ MFPs</td>
<td>0.891</td>
</tr>
<tr>
<td></td>
<td>Two-step MC $\Delta L = 0.5$ MFPs</td>
<td>0.846</td>
</tr>
<tr>
<td></td>
<td>$\Delta L = 1$ MFP</td>
<td>0.871</td>
</tr>
<tr>
<td></td>
<td>$\Delta L = 5$ MFPs</td>
<td>0.888</td>
</tr>
<tr>
<td>$Kn_R = 5$, $\varepsilon = 0.1$</td>
<td>Theoretical model, Eq. (15)</td>
<td>0.844</td>
</tr>
<tr>
<td></td>
<td>Standard MC, $L_x = 100$ MFPs</td>
<td>0.831</td>
</tr>
<tr>
<td></td>
<td>Two-step MC $\Delta L = 0.5$ MFPs</td>
<td>0.746</td>
</tr>
<tr>
<td></td>
<td>$\Delta L = 1$ MFP</td>
<td>0.768</td>
</tr>
<tr>
<td></td>
<td>$\Delta L = 5$ MFPs</td>
<td>0.816</td>
</tr>
</tbody>
</table>
4.4. Deviation analyses

According to these three numerical experiments above, we can conclude that the results predicted by the two-step MC method are slightly less than those obtained by the standard MC simulation, and their deviations can decrease with increasing lengths of simulation unit. For the two-step method, an important assumption has been adopted that the internal units hold the same phonon transmittance $p_i$, which should be responsible for this deviation. Actually, since the phonon boundary emission distributions at the internal virtual boundaries vary with increasing $L_x$, the phonon transmittances of internal units should also vary with increasing $N_p$, though their differences are considerably small especially for the cases with a large simulation unit length, as shown in Table 1.

Fig. 9 illustrates the distributions of the cosine of the polar angle ($\mu = \cos \theta$) of the boundary phonon emission with the various simulation unit lengths. We only take the polar angular distribution into account, since for angular distribution it is the dominant factor that influences the value of phonon transmittance in our numerical experiments. When phonon bundles emit from the isothermal boundary, Lambert’s cosine law corresponds to the linear distribution of $\mu$. Then, the internal and boundary scattering events in the simulation unit will make its distribution approach parabola, which means the proportion of the phonon bundles whose $\mu$ is close to 1 increases when compared to Lambert’s emission. For one given structure, the distribution of $\mu$ is shifted to the end of $\mu = 1$ with increasing $\Delta L$, since more scattering events can influence the phonon transport in the unit with a larger length. This shift effect of angular distribution can lead to the increase of phonon transmittance of the internal units with increasing $N_p$. In Sec. 3, we neglect this effect and assume a same phonon transmittance of the internal units, which results in the under-prediction of the two-step MC method.

Fig. 10 shows the spatial distributions of boundary phonon emission with the various simulation unit lengths. When phonon bundles emit from the isothermal boundary, the spatial distribution should be uniform. Besides, the spatial distribution is always uniform in the cross-plane nanofilms due to the absence of the boundary scattering, and this is the reason why Fig. 10 does not illustrate the case of cross-plane nanofilm. As shown in Fig. 10, the diffusive boundary scattering in the simulation unit can reduce the number of emitting phonon bundles near the corresponding scattering boundaries, leading to the shift of spatial distribution to the region without the diffusive-scattering boundaries. As a result, the spatial distribution for in-plane nanofilm is shifted to the center region, while that for the nanoporous structure is shifted to the specular outer boundaries. The shift effect of spatial distribution can also cause the increase of the phonon transmittance. However, different from the angular distribution, the spatial distribution of phonon emission at the internal virtual boundary does not significantly vary with increasing $\Delta L$, and thus only leads to the minor increase of the internal phonon transmittance with increasing $N_p$.

5. Conclusions

The phonon tracing MC simulation is an extensively-used method to simulate the phonon transport in nanostructures. However, due to the demand of absorbing boundaries, it cannot efficiently simulate the heat conduction in the large area periodic nanostructures yet. In the present work, we develop a two-step MC method to overcome the deficiency of the periodic boundary condition in the standard phonon tracing MC simulation. Our two-step MC method contains two basic simulation steps: (i) Phonon transport is simulated in the initial unit to obtain the initial phonon transmittance and the phonon emission distributions at the internal virtual boundary; (ii) According to the phonon emission distributions at the internal virtual boundary, the phonon transport in the internal unit is simulated to obtain the internal phonon transmittance.
By combining the initial and the internal phonon transmittances, we can derive the total phonon transmittance, and then obtain the effective thermal conductivity of the whole structure.

Three numerical experiments have been conducted to verify our two-step MC method. The two-step MC method well estimates the results by the standard MC simulation and the theoretical models. More importantly, it can greatly reduce the computation time without causing significant deviation, when compared to the standard MC method. As the length of simulation unit is larger than 1 MFP, the under-prediction of two-step MC method should be less than about 10% (even 5%), while the computation time is reduced by more than one order of magnitude. Besides, when the length of simulation unit is larger than 5 MFPs, the two-step MC method can even simplified as a one-step MC method by taking the initial phonon transmittance as the alternative of the internal phonon transmittance, which can further reduce the computation expense. In fact, our two-step MC method could also be extended to investigate the radiation transfer and the neutron transport problems such as modeling the ceramics nuclear fuels [42], since all these phenomena can be characterized by the Boltzmann transport equation.
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