Thermal and flow characterization in nanochannels with tunable surface wettability: A comprehensive molecular dynamics study
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ABSTRACT

The understanding of the convective heat transfer process for fluid flows through nanochannels becomes imperative due to the wide application of the micro/nanochannel cooling technology. In this work, thermal and flow characteristics in nanochannels with tunable surface wettability are investigated systematically using the molecular dynamics method. First, different temperature and velocity distributions in the entrance region and the fully developed region are observed in nanochannels at different surface wettabilities. The Kapitza resistance and boundary layer effect at the entrance induce the distinct temperature jump and velocity slip, which further determine the Nusselt number variation. Second, owing to the strengthening of the atom momentum exchange and wall shearing, the enhancement of the surface wettability boosts the convective heat transfer capacity and pressure drop in nanochannels. Meanwhile, we discover that a quasi-solid fluid layer appears near the wall when the wall-fluid interaction strength is strong enough and acts as a "phonon bridge" between the solid walls and the fluid to enhance the thermal energy transmission effectively. Finally, we evaluate the thermal and flow characteristics in nanochannels with tunable surface wettability comprehensively by the Colburn factor $j$ and friction factor $f$ and find out the optimum surface wettability range in nanochannels, corresponding to $\chi = 1.00$–1.75.
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1. Introduction

In the 1960s, Gordon Moore came up with a famous Moore’s Law which stated that the number of transistors on a microprocessor would double approximately every 18 months as well as their processing power would double accordingly [1]. However, the increasing power density, the high level of integration and the miniaturization are challenging the thermal management of these nanoelectronics, because the thermal issues may endanger the performance and life span of the devices potentially [2–4]. Hence, a number of methods are applied to improve the heat dissipation from these devices, such as phase-change cooling technology [5–8], jet cooling technology [9–11], micro/nanochannel cooling technology [12–15], and so on. Owing to the high heat
transfer performance, compact structure and easy integration packaging, micro/nanochannel cooling technology stands out from the various heat dissipation strategies. In order to design the micro/nanochannel effectively, it is necessary to understand the thermal and flow characteristics in the micro/nanochannel comprehensively.

When the channel reaches the micro/nanoscale level, the thermal and flow characteristics of the fluid deviate from those at the macroscale, since the spatial scale of the channel becomes comparable to the mean free path of the fluid atoms [16–18]. A series of the experiments have been implemented to go into the differences between the convective heat transfer at the micro/nanoscale and macroscale. Knudstrup et al. observed the velocity slip in their experiments where hexane, dodecane, hexadecane and octamethylcyclotetrasiloxane were forced to flow through track-etched mica membranes with the size of about 30–300 Å [19]. Besides, by pumping the water in microchannels, Wu et al. investigated the laminar convective heat transfer and pressure drop in 13 different trapezoidal silicon microchannels and discovered the fluid temperature jump near the microchannel walls [20]. Furthermore, Wu et al. measured the friction factors when the gas conducted the laminar flow in the trapezoidal silicon microchannels and figured out that different surface roughness might result in the variation of the friction factors, which should be only decided by Reynolds numbers for the laminar flow at the macroscale [21]. By altering the surface roughness of the trapezoidal silicon microchannels, Qu et al. investigated on the pressure drop and heat transfer in the microchannels experimentally [13, 22]. Meanwhile, they established a roughness-viscosity model to analyze their experimental data and found that the Nusselt number decreased as the wall roughness increasing. When the scale decreases to the nanoscale ulteriorly, it seems that the experimental investigations of the thermal and flow characteristics in the nanochannels face enormous challenges. The molecular dynamics (MD) simulations about the flow in the nanochannels became popular since they are accomplished as long as the interatomic potential is definite. Ge et al. performed a molecular dynamics simulation on the convective heat transfer in nanochannels and they also captured the phenomena of the velocity slip and the temperature jump at the walls [23]. In addition, they calculated the local Nusselt number along the flow direction and figured out that the Nusselt number of the convective heat transfer in nanochannels was smaller than that at the macroscale due to the temperature jump near the nanochannel walls. By utilizing the MD simulations to calculate Peclet numbers (Pe), Gu et al. explored the effects of the axial heat conduction and viscous dissipation in the nanochannels [24]. The results pointed out that the contribution of the axial heat conduction and viscous dissipation to the fluid temperature development could be more than 33.2% when Pe < 1, which demonstrated that the axial heat conduction and viscous dissipation at the nanoscale for the low Pe played a significant role. Furthermore, with the implement of the MD simulations, Marable et al. focused on the advection heat flux at the nanoscale which was irrespective at the macroscale and uncovered that the advection heat flux was less than one tenth of the local surface flux [25].

However, the above experiments and simulations only focus on the thermal and flow characteristics at the thermal and hydraulic fully developed region. Therefore, the investigations of the thermal and flow performance at the thermal and hydraulic entrance region are inadequate, which is necessary for the further study.

On the other hand, numerous surface modification techniques are put forward to enhance the convective heat transfer in the micro/nanochannels, including tuning the surface wettability, creating the surface roughness, and adding the coating layers. Ge et al. investigated the Nusselt number variation when the surface wettability enhanced at the nanoscale and reported that the convective heat transfer in the nanochannel could be boosted by increasing the surface wettability [23]. In addition, by using the MD simulation to perform the convective heat transfer process in the rough nanochannels with the uniform and random groove widths, Chakraborty et al. made a conclusion that the surface roughness could always enhance the convective heat transfer no matter whether the surface roughness was regular or not because the surface roughness increased the
heat transfer area between the fluid and wall [26]. Synchronously, they succeeded in improving the convective heat transfer in the nanochannel by adding the specific selected coating layers to the nanochannel surface. Besides, Marable et al. performed the non-equilibrium molecular dynamics simulations to study the thermal and flow performance when the water flowed in graphene nanochannels and the result showed that graphene was more suitable as the nanochannel material than silicon and aluminum [25]. Whereas, these studies just pay attention to the enhancement of the convective heat transfer blindly without considering the pressure drop and the energy consumption in the micro/nanochannel. In addition, the mechanism explanation of the convective heat transfer enhancement by modifying the nanochannel surface is also deficient. Hence, a comprehensive evaluation about thermal and flow characteristics is essential to the convective heat transfer in nanochannels.

Due to the prominent advantages of the molecular dynamics simulation in the study of the heat transfer at the nanoscale [27–31], we systematically investigate the thermal and flow characteristics in nanochannels with tunable surface wettability, using the non-equilibrium molecular dynamics simulation with the improved thermal pump method. First, we investigate the distributions of the temperature, velocity and pressure in nanochannels with different surface wettabilities, accompanying with the computations of the temperature slip length, velocity slip length and the local Nusselt number. Then momentum accommodation coefficients and phonon density of states (DOS) are adopted to explain the variation of the average Nusselt number with the increase of the wall-fluid interaction. Last, we evaluate the convective heat transfer performance in nanochannels with tunable surface wettability by the Colburn factor $j$ and friction factor $f$, and find out the optimum range of the surface wettability under the consideration of the thermal and flow characteristics.

### 2. Simulation details

Figure 1 depicts the schematic of the simulation domain, in which two parallel walls construct the nanochannel and are composed of triple-layer copper atoms. Argon atoms, acting as the fluid, are confined between two copper walls. The two parallel copper walls possess the face-centered cubic (FCC) lattice structure and the lattice constant ($a$) is selected to be 3.615 Å [32, 33]. Harmonic springs are employed to all copper atoms in order to connect copper atoms to FCC (100) lattice sites, which can well simulate the simple harmonic vibration of the copper atoms at the same frequency [23]. According to the Lindemann criterion [34, 35], the spring constant of all harmonic springs is set as $k=70$ N/m [23]. In our work, the size of all nanochannels is uniformly set to be $110a \times 30a \times 30a$ Å$^3$, where the lattice constant of the copper $a$ is taken as the unit size. In addition, it should be noted that the locations of two inner surfaces of copper walls are at $y=0$ Å and $y=30a$ Å, respectively. The whole copper walls contain 39600 copper atoms, and 83760 argon atoms are randomly distributed between two parallel walls. Based on the above channel volume and argon atom number, the corresponding average fluid density is about 1.2 g/cm$^3$, which resembles the previous work [23].
All simulations in this work are implemented through the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package. In order to improve computational efficiency without affecting accuracy, only the attraction and repulsion forces are applied to describe the interatomic interactions, which are modeled as the 12-6 Lennard–Jones (L–J) potential:

\[
U(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right]
\]

where \( \varepsilon \) is the energy parameter, \( r \) is the interatomic distance and \( \sigma \) is the length parameter. To describe the argon-argon interaction, \( \sigma_{\text{Ar-Ar}} \) is set to be 3.405 Å and \( \varepsilon_{\text{Ar-Ar}} \) is equal to 0.0104 eV [36]. In addition, \( \sigma_{\text{Cu-Cu}} = 2.338 \) Å and \( \varepsilon_{\text{Cu-Cu}} = 0.410 \) eV are used for the Cu-Cu interaction in two solid walls [37]. The interaction parameters between argon atoms and copper atoms are as follows: \( \sigma_{\text{Ar-Cu}} = 2.871 \) Å and \( \varepsilon_{\text{Ar-Cu}} = 0.065 \) eV, which can be obtained by the Lorentz-Berthelot mixing rule [38]. In order to represent different surface wettabilities, we use a scaling parameter \( \chi \) to tune the interfacial coupling strength between the fluid and walls. Here eight different scaling parameters are selected: \( \chi = 0.25, 0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00 \). The actual energy parameters between the copper atoms and argon atoms are the product of their intrinsic energy parameters and the scaling parameter. With the aim of improving the computational efficiency, the cutoff radius \( r_{\text{cut}} \) is set to be 10 Å and the atomic interactions beyond the cutoff radius are not taken into account [24].

To acquire the convective heat transfer performance between the nanochannel walls and fluid effectively, the thermal pump method is adopted in the simulation, which has been demonstrated to be able to describe the convective heat transfer well [23, 25, 26]. Using this method, the fluid domain is divided into three separate regions: a forcing region, a temperature reset region and a data collection region, which is shown in Figure 1. The forcing region locates in the range of \(-10a < x < -4a \) Å, where a constant body force \( f_{b,x} = 1.7 \times 10^{-11} \) N is applied to the argon atoms to drive the advection flow. The temperature resetting is conducted only for the argon atoms inside the region of \(-4a < x < 0 \) Å, where the thermal velocities of the fluid atoms are rescaled after removing the streaming velocity bias. When the argon atoms leave the temperature reset region, the streaming velocity which is removed for resetting temperature will be then added back to each argon atom to preserve the flow. After the argon atoms leave the temperature reset region, they enter into the data collection region where the convective heat transfer process is simulated. In this study, all fluid atoms flow from the entrance at a constant initial temperature \( T_{\text{ini}} \) and they exchange energy with two copper walls which maintain a fixed temperature \( T_w \). Here we set \( T_{\text{ini}} \) and \( T_w \) as 200 K and 300 K, respectively. In an effort to increase the computational efficiency, the Verlet algorithm is employed to integrate Newton’s equations of motion within the simulation domain [39]. In addition, periodic boundary conditions are applied to the \( x \) and \( z \) directions, but non-periodic condition is for \( y \) direction. Under this simulation setup, our simulation can be on a par with the convective heat transfer process of fluid between two infinite plates at the macroscale.

All simulations are conducted for a total duration of 9.0 ns and the time step is chosen as 1.0 fs. The implementation details are as follows. First, each simulation spends 1 ns thermally relaxing the whole system in the NVT ensemble (constant number of atoms, volume, and temperature) in order to reach an initial equilibration condition. Subsequently, the system is switched to the NVE ensemble (constant number of atoms, volume, and energy), which lasts the next 8.0 ns. In the NVE process, a constant body force, \( f_{b,x} \), is applied to all argon atoms in the forcing region. At the same time, both the wall temperature \( T_w \) and the fluid initial entrance temperature \( T_{\text{ini}} \) are controlled by the Langevin thermostats. We spend 2 ns in the NVE process to ensure the whole system to achieve a steady state. Afterwards, a lot of statistic in the data collection region, such as fluid temperature, velocity, and pressure, are recorded for 6 ns. Since the periodic boundary condition is applied in the flow direction, this setting induces the appearance of the unrealistic axial
heat conduction, which also exists in the preceding work [23, 24]. Hence, only the data from the first half of the data collection region are used for further analysis of the convection heat transfer, which refers to the range of 0 Å < x < 50a Å. To describe the distribution of the temperature and velocity fields in each nanochannel, the nanochannel is divided into 110 columns along the x direction and 30 layers in the y direction. The size of each bin is a × a × 30a Å³. To study the pressure development along the x direction, we calculate the pressure of the cross-section at an interval of 4a Å in the first half of the data collection region. In addition, an accurate and efficient algorithm for calculating the 3D pressure field is applied in this work simultaneously [40]. Meanwhile, we use the nondimensional parameters X*/a and Y*/a (X* = x/a and Y* = y/a) to describe the position in the following section for the convenience.

3. Results and discussion

3.1. Thermal and flow characterization

To describe the temperature distribution, we first mathematically define the local average temperature, \( T_{\text{ave}} \), in a specified cross-section along the flow direction as follows:

\[
T_{\text{ave}}(x) = \frac{\int_0^H c \rho(x,y) v_f(x,y) T_f(x,y) dy}{\int_0^H c \rho(x,y) v_f(x,y) dy}
\]

(2)

where \( H \) is the channel height, \( c \) is the specific heat capacity which is considered to be constant, \( \rho(x,y) \) is the fluid density, \( v_f(x,y) \) and \( T_f(x,y) \) are the local fluid velocity and temperature. First of all, we study the local average temperature (\( T_{\text{ave}} \)) development along the x direction with different surface wettabilities, as shown in Figure 2. From Figure 2a, the local average temperatures, \( T_{\text{ave}} \), decrease in the forcing region and are reset to the designated entrance temperature in all cases with different surface wettabilities, which agrees with the previous work [25]. In the data collection region, the \( T_{\text{ave}} \) rises along the flow direction firstly because the fluid atoms are heated by the walls with the constant temperature. However, the fluid temperatures near the outlet decrease unrealistically due to the unrealistic axial heat conduction. This unrealistic axial heat conduction is caused by the periodic boundary condition, which makes the outlet fluid temperature affected by the image atoms of the inlet cold fluid. Therefore, similar to the previous study [23], we just focus on the temperature distributions in the first half of the data collecting region. As depicted in Figure 2b, we also calculate the variation of the temperature difference between the fluid and walls along the flow direction. In general, the temperature difference between the fluid and walls shows the exponential decreasing trend along the flow direction for the convective heat transfer at the macroscale if the wall temperature is fixed. From Figure 2b, it can be observed that the temperature differences in all cases also reduce exponentially along the x direction, which is consistent with that at the macroscale. In order to portray the further details of the temperature
distribution in $x$–$y$ plane, Figure 3 exhibits the fluid temperature distributions in nanochannels with three representative surface wettabilities ($\chi = 0.25, 1.00$ and $2.00$), which refer to weak, normal and strong interfacial wettabilities. From three temperature distributions, we can find that the fluid is heated to higher temperature when it flows through the same channel length for larger $\chi$, which indicates that the intensity of convective heat transfer is stronger in the channel with more wettable surface. Concurrently, we also choose the same parameters ($\chi = 0.25, 1.00$ and $2.00$) to display the distribution of the fluid temperature ($T_f$) along the channel height ($y$ direction) at different channel length positions in Figure 4a–c. The fluid temperature profile at $X^* = 0.5$ possesses a flattened middle region, while the profiles at the other positions appear parabola trends. Such phenomena are in accordance with the thermal development law from the thermal entrance region to the fully thermal developed region at the macroscale. Additionally, we also observe that the difference between the mainstream temperature and the fluid temperature near the wall becomes larger when the wettability of the channel surface increases. The temperature jump between the wall and fluid near the wall can be observed obviously when the wall-fluid interaction strength is weak ($\chi = 0.25$), but such a phenomenon is no longer apparent when the wall-fluid interaction strength is strong enough ($\chi = 1.00$ or $2.00$). To describe the relation between the temperature jump at the interface with the Kapitza resistance, $R_{Kap}$, we define the thermal slip length, $l_k$, to describe the fluid thermal behavior:

$$l_k = k_f R_{Kap} = \frac{T_w - T_f(x,y)\big|_{y=0}}{\left(\frac{\partial T_f(x,y)}{\partial y}\right)\big|_{y=0}}$$

where $l_k$ is the thermal slip length, $k_f$ is the thermal conductivity of the fluid, $R_{Kap}$ is the Kapitza resistance, $T_w$ is the wall temperature which is 300 K, $T_f(x,y)\big|_{y=0}$ is the near-wall fluid temperature and $(\partial T_f(x,y)/\partial y)\big|_{y=0}$ is the fluid temperature gradient at the wall. It must be noted that a quartic polynomial function is adopted to extrapolate the fluid temperature to determine both the $T_f(x,y)\big|_{y=0}$ and $(\partial T_f(x,y)/\partial y)\big|_{y=0}$. Figure 5 shows the development of the thermal slip lengths...
along the $x$ direction for different $\chi$. As we can see from Figure 5, the thermal slip lengths, corresponding to each $\chi$, have the same change tendency along the flow direction. All of the thermal slip lengths decrease and gradually tend to be stable as a result of the fully thermal development. Furthermore, the smaller energy parameter, especially $\chi = 0.25$, gives rise to the larger thermal slip length, but the declining scope of the thermal slip length becomes smaller with the increase of the energy parameter. According to Eq. (3), the thermal slip length $l_k$ is proportional to the Kapitza resistance at the wall-fluid interface, and thus the thermal slip length variation in Figure 5 points out that the more hydrophilic surface possesses the smaller interfacial thermal resistance which promotes the heat transfer across the wall and fluid. Meanwhile, $R_{Kap}$ at the entrance are always bigger than the steady value for all cases because the fluid fails to reach the stage of the fully thermal development.

Apart from the temperature field, the velocity distribution is also an important indicator to reflect the flow behavior in convective heat transfer. Parallel to the above temperature analysis, the same three scaling factors $\chi$ mentioned above are also selected to study the velocity distribution. Figure 6 exhibits the velocity distributions along the channel height ($y$ direction) at different channel length positions. The minimum and maximum velocity of the mainstream fluid is about 45 m/s and 80 m/s respectively, which fall into a reasonable velocity range as mentioned in the preceding study [23, 41]. We also confirm Reynolds numbers vary from 9.5 to 9.9, which proves...
that the flow in our simulation is the laminar flow. We can see that the velocity slip can be evident at the interface when the wall-fluid interaction strength is weak ($\chi = 0.25$), whereas such phenomenon becomes inconspicuous when $\chi$ is 1.00 or 2.00. It can also be figured out that the velocity development in nanochannels can be divided into two regions in all three cases: the hydraulic entrance region and the fully hydraulic developed region, which analogizes the fluid flow at the macroscale. Figure 7 shows the schematics of the velocity development in the channels at the nanoscale and macroscale. Even though the velocity profile is comparable at the nanoscale and macroscale, due to the existence of the velocity slip, the velocity profile at the nanoscale is flatter than that at the macroscale, which means that the disparity between the near-wall fluid velocity and the mainstream fluid velocity is smaller in the nanochannel. Analogous to the temperature jump, the velocity slip can also be judged through the velocity slip length, $l_s$, which is identified as:

$$l_s = \frac{v_f(x, y)|_{y=0} - v_w}{(\frac{\partial v_f(x, y)}{\partial y})|_{y=0}}$$

(4)

where $l_s$ is the velocity slip length, $v_f(x, y)|_{y=0}$ is the near-wall fluid velocity, $v_w$ is the wall velocity ($v_w = 0$ m/s), and $(\frac{\partial v_f(x, y)}{\partial y})|_{y=0}$ is the velocity gradient of the fluid at the walls. We also use a quartic polynomial function to extrapolate the velocity profile to obtain both $v_f(x, y)|_{y=0}$ and $(\frac{\partial v_f(x, y)}{\partial y})|_{y=0}$. For the same energy parameter $\chi$, the velocity slip length of the hydraulic entrance region is always larger than that of the fully hydraulic developed region. In the fully hydraulic developed region, $l_s$ maintains a stable value. With the surface wettability enhancing, $l_k$ decreases and a negative $l_k$ appears as shown in Figure 8. This boundary condition can be named as the negative slip condition [42].

On the other hand, we further characterize the pressure development along the flow direction and the result is shown in Figure 9. It can be noticed that the stronger surface wettability leads to the higher pressure at the same position, which is ascribed to the more drastic atom vibrations [43]. Moreover, the pressure development along the flow direction displays a little difference with the surface wettability of nanochannel enhanced. The pressure decreases linearly along the flow direction when the wall-fluid interaction is weak. However, when the energy parameter is large enough ($\chi > 1.00$), the pressure drop gradient in the hydraulic entrance region is different with that in the fully hydraulic developed region. The pressure drop speed at the entrance region is faster than that at the fully hydraulic developed region, which consists with the pressure development along the flow direction at the macroscale. Due to the growing of viscous boundary layers

Figure 6. The fluid velocity profiles along the channel height ($y$ direction) at different channel length positions at (a) $\chi = 0.25$, (b) $\chi = 1.00$, and (c) $\chi = 2.00$. 
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Figure 7. The schematics of the velocity development in the channels at the (a) nanoscale and (b) macroscale.

Figure 8. The variation of the velocity slip length along the flow direction ($x$ direction) at different surface wettabilities.

Figure 9. The variation of the pressure along the flow direction ($x$ direction) at different surface wettabilities.
in the entrance region, the wall shearing in the flow developing region is larger than that in the fully hydraulic developed region, which generates the nonlinear pressure variation at the entrance region for larger $\chi$.

For sake of evaluating the convective heat transfer capability along the flow direction, we calculate the local non-dimensional Nusselt number, $Nu$. The detailed derivations are as follows:

$$h(x) = \frac{q_{w/f}(x)}{T_w - T_{ave}(x)}$$  \hspace{1cm} (5)

where $h(x)$ is the local heat transfer coefficient, $q_{w/f}(x)$ is the local heat flux across the channel surface. Generally, the local heat flux across the channel surface can be replaced by the local conduction heat flux ($q_c(x)$) among the fluid atoms at the macroscale since the no-slip boundary condition. However, the velocity slip may give rise to the surface advection flow and the temperature jump leads to the existence of the temperature difference between the fluid and wall. Therefore, the local advection heat flux ($q_a(x)$) exists in the nanochannels. Besides, the local viscous heat flux of the fluid ($q_v(x)$) would also be noteworthy due to the high surface-to-volume ratio in the nanochannels. Marable et al. have proved that the local advection heat flux is at least one order of magnitude smaller than the local heat flux across the nanochannel surface [25]. Furthermore, another work conducted by Gu et al. showed that the contribution of viscous dissipation to the heat flux could be below 2% when Peclet number ($Pe = Re \cdot Pr$) is larger than 10 [24]. By calculating $Re$ and Prandtl number ($Pr$), all Peclet numbers in our simulation are approximately 10. Therefore, after neglecting the effects of the local surface advection flow and viscous dissipation, $q_{w/f}(x)$ can be equivalent to the local conduction heat flux among the fluid atoms in the $y$ direction and calculated as follows:

$$q_{w/f}(x) = -k_f \left. \frac{\partial T_f(x,y)}{\partial y} \right|_{y=0}$$  \hspace{1cm} (6)

By combining Eqs. (5)–(6), the local heat transfer coefficient, $h(x)$, and $Nu$ are calculated as:

$$h(x) = \frac{k_f}{T_w - T_{ave}(x)} \left. \frac{\partial T_f(x,y)}{\partial y} \right|_{y=0}$$  \hspace{1cm} (7)

and

Figure 10. The variation of the local Nusselt number along the flow direction ($x$ direction) at different surface wettabilities.
where \( D_c \) is the characteristic size which is set as \( 2H \). Figure 10 shows the variation of the local Nusselt number calculated with Eq. (8) along the flow direction corresponding to the different surface wetting conditions. The local Nusselt numbers at the entrance region are influenced by Kapitza resistance and boundary layer effect and show a diverse variation for different \( \chi \). When the wall-fluid interaction strength is weak, because of the impacts of the greater Kapitza resistance and the weak boundary layer effect, the local Nusselt numbers at the entrance are smaller than those at the fully hydraulic and thermal developed region. However, when \( \chi \) becomes larger and the influence of the boundary layer gets intensified, the local Nusselt number increases first and then decreases until it gets stable. Different from the local \( \text{Nu} \) development in entrance region at the macroscale, the Kapitza resistance at the nanoscale cannot be neglected, which leads to the increase of \( \text{Nu} \) at the beginning of the entrance region. It needs to mention that the Nusselt number at \( X^* > 35 \) for larger \( \chi \) increases mildly, which is ascribed to the effect of the viscous dissipation. Simultaneously, the local Nusselt number will boost with the enhancement of the wall-fluid interaction strength, but the improvement of the convective heat transfer becomes slighter when the surface wettability is very larger.

In a nutshell, the thermal and flow performances in the nanochannels show some differences from those at the macroscale, such as, the temperature jump and velocity slip. Different surface wettabilities and convective heat transfer development stages also leads to diverse temperature jumps and velocity slips. Especially, when the wall-fluid interaction strength is weak, the thermal slip length and the velocity slip length can be 161.4 Å and 24.5 Å at the entrance of the nanochannels, respectively. According to the above analysis, we can conclude that the characterization of both the velocity distribution and the pressure development at the nanoscale are similar to those at the macroscale when the surfaces are sufficiently hydrophilic. Additionally, it also needs to point out that enhancing surface wettability not only improves the convective heat transfer, but also increases the pressure in nanochannels.

### 3.2. Comprehensive evaluation of convection heat transfer

In order to directly compare the whole convective heat transfer capability in nanochannels at different surface wettabilities, we calculate the average Nusselt number in a designated thermal and
hydraulic developed region to conduct a comprehensive evaluation. This designated evaluation region is judged by Eqs. (9)–(10):

\[
\frac{\partial}{\partial x} \left[ \frac{T_w - T_f(x,y)}{T_w - T_{ave}(x)} \right] \approx 0
\]

\[
\frac{\partial v_f(x,y)}{\partial x} \approx 0
\]

where \(T_{ave}(x)\) is calculated by Eq. (2). By using Eqs. (9)–(10), the region of \(16.5a < x < 28.5a\) Å is selected as the evaluation region of the convection heat transfer.

Figure 11 shows the arithmetic average values of the Nusselt number in the evaluation area. When the surface wettability enhances, the average \(Nu\) will increase from 2.48 to 11.74 while the increase rate will slow down. Generally, the fully developed Nusselt number for the laminar flow between two parallel plates with the constant wall temperature is 7.54 at the macroscale, which is corresponding to the \(Nu\) value for \(\chi = 0.75\) at the nanoscale. From Figure 11, we find that the average \(Nu\) for \(\chi < 0.75\) is lower than that at the macroscale, which is attributed to the temperature jump at the interface in the nanochannel. However, when \(\chi > 0.75\), the average \(Nu\) is higher than that of macroscale, which manifests that the strong surface wettability can make the convective heat transfer at the nanoscale surpass that at the macroscale.

To explain this enhancement for \(\chi > 0.75\), we calculate the average fluid density along the channel height, the fluid velocity at the near-wall region, and the phonon DOS of the wall and fluid. At first, the average density distributions along the channel height (\(y\) direction) in the evaluation region at different surface wettabilities are calculated as shown in Figure 12. The density of the fluid atoms exhibits uneven layered and spatial fluctuation distributions near the solid wall. It is apparent that there are at least eight peaks of density near two walls and the distance between the adjacent layers is about the argon atom interaction distance (\(r_{Ar-Ar}\)). In the density profiles, the first peak of the fluid density near the wall is the highest, which reflects the mean location of the first layer fluid atoms closest to the wall surface. This location is determined by the attraction and repulsion forces of the wall-fluid atoms. Besides, on account of the ordered arrangement of the wall atoms, the first layer of the fluid atoms comes into being a quasi-solid structure. Furthermore, when the fluid atoms are far away from the wall, due to the reduction of the interaction of the wall and fluid, the fluid density peak at other fluid atom layers will decline. It can also be seen from the density profiles that the first peak will move toward the wall when
the surface wettability increases, which verifies that the first layer fluid atoms are attracted close to the wall for the strong wall-fluid interaction [43]. In order to uncover the atomic layer movement near the wall, the fluid velocities of two near-wall regions with different wettabilities are recorded (Figure 13). When the wall-fluid interaction strength is weak (\(\chi = 0.25\)), the average flow velocity of the fluid atoms near the wall is larger than 7 m/s, but when the wall-fluid interaction strength is strong, the average velocity of the fluid atoms near the wall is almost equal to zero which indicates that most of the fluid atoms near the walls are difficult to flow. We further monitor the trajectory of the fluid atoms near two walls for 0.2 ns to check the stability of the quasi-solid fluid layer near the walls when \(\chi = 0.25\) and \(\chi = 2.00\) (Figure 14). It shows that the quasi-solid fluid layers near the walls are unstable for \(\chi = 0.25\), which means that the near-wall fluid atoms exhibit fluid properties. However, the quasi-solid fluid layers near the walls resemble the solid for \(\chi = 2.00\). In a previous study, it has been proved that by adding the new material between the wall and fluid, the convective heat transfer capability would ascend significantly [26]. This new material acted as the “phonon bridge” to benefit the energy transport across wall-fluid interface. Also, we calculate the phonon DOS of the mainstream fluid, near-wall fluid, and solid walls for \(\chi = 0.25\) and \(\chi = 2.00\) to reveal phonon behaviors in the nanochannels (Figure 15). DOS can be calculated by taking the Fourier transform of the velocity autocorrelation function (VACF) [44–46]:

\[
G(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \frac{<v(0) \cdot v(t)>}{<v(0) \cdot v(0)>} e^{-i\omega t} dt
\]

where \(v\) is the atomic velocity, and the angle brackets denote the ensemble averaging. As shown in Figure 15a, the DOS of the near-wall fluid is similar to that of the mainstream fluid for \(\chi = 0.25\), and the DOS of the fluid and wall show a smaller overlapping area. However, for \(\chi = 2\), the DOS peak of the near-wall fluid moves to that of the wall, which manifests that the near-wall fluid shows a quasi-solid behavior. Meanwhile, the DOS of the near-wall fluid for \(\chi = 2\) has the large overlapping areas with both the mainstream fluid and wall. To quantitatively assess the degree of the phonon vibration matching at the interface, we calculate the overlapping factor (S) by the follow equation [44, 47, 48]:

\[
S = \frac{\int_{-\infty}^{+\infty} F_1(\omega) \cdot F_2(\omega) d\omega}{\int_{-\infty}^{+\infty} F_1(\omega) d\omega \int_{-\infty}^{+\infty} F_2(\omega) d\omega}
\]

where subscripts “1” and “2” represent different materials. Table 1 displays the calculation results, where \(S_1\) is the overlapping factor of the wall and near-wall fluid and \(S_2\) is the overlapping factor.
of the near-wall fluid and mainstream fluid. As the previous work pointed out, if the DOS overlapping area between the interface material and other two materials are similar, the interface material can bridge the phonon transmission channel between other two materials [49]. In our work, the absolute difference between $S_1$ and $S_2$ is 0.069 for $\chi = 0.25$ and 0.026 for $\chi = 2$, respectively. Hence, the near-wall fluid for $\chi = 2$ acts as the “phonon bridge” to facilitate the interfacial thermal transport and enhance the Nusselt number.

Knetchel and Pitts firstly proposed the tangential momentum accommodation coefficients (TMAC) and the normal momentum accommodation coefficients (NMAC) when they studied the flow of the free molecules [50]. Since then, the TMAC and NMAC are used to characterize the momentum exchange in the wall-fluid interface, which are widely applied in many boundary models in theoretical and numerical researches [50–53]. When their values approach to 1, they indicate that the momentum exchange is more sufficient in the normal or tangential direction. The TMAC ($x_t$) and NMAC ($x_n$) are commonly defined as:

$$x_t = \frac{M_{tt} - M_{tr}}{M_{tt} - M_{tw}}$$  \hspace{1cm} (13)
\[ \alpha_n = \frac{M_{ni} - M_{nw}}{M_{ni} - M_{nw}} \]  

where \( M \) is the average momentum of fluid atoms, the subscripts “i” and “n” represent the tangential and normal components of the average momentum, and “i” and “r” represent the incident and reflected atoms. In the diffusive reflection, the fluid atoms are in equilibrium with the wall at a temperature \( T_w \). The average tangential momentum \( (M_{tw}) \) and normal momentum \( (M_{nw}) \) for diffusively reflected atoms are expressed as:

\[ M_{tw} = m_f v_w \]  \hspace{1cm} (15)

\[ M_{nw} = \sqrt{\pi m_f k_B T_w / 2} \]  \hspace{1cm} (16)

where \( m_f \) is the fluid atom mass, \( v_w \) is the moving velocity of the wall and \( k_B \) is the Boltzmann constant. Since two walls are static \( (v_w = 0) \), \( M_{tw} \) is equal to zero. In Eqs. (13)–(16), since each momentum is a vector, the operation is also a vector operation.

Here, the accommodation coefficients for the fluid atoms and copper wall atoms are calculated according to a statistical algorithm using a three-dimensional molecular dynamics method to understand the atom collision and momentum exchange between the fluid atoms and solid walls. To calculate the accommodation coefficients, we firstly need to distinguish between the incident fluid atoms and reflected fluid atoms during the fluid-wall interactions. Figure 16 exhibits the schematic of the incidence-reflection process. We identify the incident fluid atoms and the reflected fluid atoms by their distances from the wall and the motion directions at the distance of cutoff radius from the wall [50]. In this work, more than 3 million momentum information of both the incident fluid atoms and reflected fluid atoms are obtained to calculate the accommodation coefficients by Eqs. (13)–(16). Figure 17 displays the variation of the accommodation coefficients for different wall-fluid interaction intensities. It can be observed that both TMAC and NMAC initially increase and then arrive at the plateau. With the increase of \( \chi \), the wall atoms bound the movement of the near-wall fluid atoms. The momentum exchange between the fluid atoms and walls is enhanced, which brings about the increase of TMAC and NMAC. The result can indirectly verify that the DOS overlapping area enhances for the larger surface wettability. Moreover, the coverage area of the adsorbed atoms is gradually enlarged, which makes the adsorbed atoms hinder the further momentum exchange between the fluid and walls. Therefore,
even though the wall-fluid interaction intensity continues to increase, the accommodation coefficients (TMAC and NMAC) cease the ulterior enhancement.

As discussed above, the momentum accommodation coefficients and the convective heat transfer cannot improve unlimitedly with increasing the parameter $\chi$. Simultaneously, the $\chi$ enhancement will give rise to the pressure enlargement. The preceding work uncovered that the increase of the wall-fluid interaction would lead to the friction enhancement, which enlarged the pressure drop and energy consumption [54]. To obtain the optimum surface wettability, it is necessary to further perform a comprehensive evaluation of the convective heat transfer including thermal and flow characteristics in the nanochannel. To investigate into the mechanisms of the heat and mass transfer and evaluate the performance of the convective heat transfer comprehensively, Colburn and Chilton put forward the dimensionless factor $j$ and the friction factor $f$ [55, 56], which have been widely applied to evaluate the convective heat transfer process under the different applications [57–60]. Basing on the Colburn factor $j$ and friction factor $f$, there are three comprehensive evaluation performance indicators: $j/f$, $j/f^{1/2}$ and $j/f^{1/3}$, which are suitable for the evaluation of the convective heat transfer under the conditions of equal flow rate, equal pressure drop and equal pump power, respectively. Here we use these two factors to assess the thermal and flow characteristics in nanochannels. The Colburn factor $j$ and friction factor $f$ are calculated as:

$$j = \frac{Nu}{Re \cdot Pr^{1/3}}$$  \hspace{1cm} (17)

$$f = \frac{\Delta P}{1/2 \rho_m \cdot \bar{v}_{ave}^2} \cdot \frac{D_e}{L}$$  \hspace{1cm} (18)

where $\Delta P$ is the pressure difference between the inlet and outlet, and $L$ is the length from the inlet to the outlet of the evaluation region ($X^* = 16.5$ for the inlet and $X^* = 28.5$ for the outlet), $\rho_m$ is the average density of the evaluation region and $\bar{v}_{ave}$ is the average velocity of the evaluation region. The average temperature $\bar{T}_{ave}$, average velocity $\bar{v}_{ave}$ and average density $\bar{\rho}_{ave}$ of the evaluation region are obtained by the following formulas:

$$\bar{T}_{ave} = \frac{\int_{x_{in}}^{x_{out}} T_{ave}(x)dx}{x_{out} - x_{in}}$$  \hspace{1cm} (19)

$$\bar{v}_{ave} = \frac{\int_{x_{in}}^{x_{out}} v_{ave}(x)dx}{x_{out} - x_{in}}$$  \hspace{1cm} (20)
where \( x_{in} = 16.5a \) Å and \( x_{out} = 28.5a \) Å, corresponding to the inlet and outlet of the evaluation region, and \( T_{ave}(x) \), \( v_{ave}(x) \) and \( \rho_{ave}(x) \) are the average temperature, velocity and density of the local cross-sections. \( v_{ave}(x) \) and \( \rho_{ave}(x) \) are evaluated as:

\[
\begin{align*}
  v_{ave}(x) &= \frac{\int_{0}^{H} \rho(x,y)v_f(x,y)dy}{\int_{0}^{H} \rho(x,y)dy} \\
  \rho_{ave}(x) &= \frac{\int_{0}^{H} \rho(x,y)dy}{H}
\end{align*}
\]  

(22)

All thermal physical properties are obtained from database of the National Institute of Standards and Technology under the average temperature of the evaluation region \( T_{ave} \).

As shown in Figure 18, the Colburn factor \( j \) increases with the surface wettability enhancing, which is in line with the Nusselt number variation. Similarly, the friction factors \( f \) and pressure
drop show the monotonic increasing trends at different $\chi$, which are displayed in Figure 19. It can be seen from both Figures 18 and 19 that the Colburn factor $j$ and friction factor $f$ can reflect the heat transfer and pressure loss characteristics precisely. Figure 20 reveals the three evaluation indicators variation for convective heat transfer in the nanochannel with tunable surface wettability. It needs to be figured out that increasing surface wettability cannot always improve the comprehensive performance of the heat transfer and flow. The higher surface wettability will lead to excessive energy consumption. In our cases, $\chi = 1.00-1.75$ is a favorable range to obtain the best convective heat transfer performance in the nanochannel.

4. Conclusions

In this work, thermal and flow characteristics in nanochannels with tunable surface wettability are investigated systematically using the molecular dynamics method. In comparison with the conventional channel flow at the macroscale, the temperature jump and velocity slip are observed at the wall-fluid interface. Due to the incomplete development of the velocity and temperature, the thermal slip and velocity slip lengths in the entrance region are larger than those in the fully developed region, which has remarkable influences on the heat transfer and flow. The local Nusselt number at the entrance is determined by both the Kapitza resistance and boundary layer effect, which differs from that at the macroscale. With the surface wettability enhancing, the convective heat transfer capability and pressure drop will be raised. Besides, the phonon density of states and the momentum accommodation coefficients are calculated to interpret the $Nu$ enhancement. We find out that the quasi-solid fluid atoms induced by the higher surface wettability act as the “phonon bridge” to promote the thermal energy transmission between the fluid and the wall. Finally, due to the synchronous enhancement of $Nu$ and pressure drop, we adopt the Colburn factor $j$ and friction factor $f$ to perform the comprehensive evaluation of the thermal and flow characteristics in nanochannels. The results demonstrate that $\chi = 1.00-1.75$ is a favorable range to obtain the optimum convective heat transfer performance in nanochannels. Our work is expected to provide the fundamental knowledge about the thermal and flow characteristics in nanochannels to guide the thermal management of the micro/nanodevices.
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